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ABSTRACT. Abusive language and the propagation of harmful stereotypes have unfortunately be-
come commonplace occurrences on various social media platforms, partly due to users’ free-
dom, anonymity and the lack of regulation provided by these platforms. The sheer volume and
often implicit nature of such unwanted content make manual moderation of these user spaces a
formidable task. Various scientific communities (Computational Social Science, Natural Lan-
guage Processing and Computational Linguistics) interested in its at least partial automation
have taken up the problem over the past ten years. This special issue aims to encourage inter-
disciplinary submissions in the field of abusive language detection discussing the limitations of
the current approaches and directions for future work.
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TITRE. Introduction au numéro spécial de la revue TAL sur le discours de haine : ressources
linguistiques, méthodes et applications

RÉSUMÉ. Les discours de haine ainsi que la propagation de stéréotypes qui les accompagnent
bien souvent sont légion sur les médias sociaux en raison de l’anonymat de leurs utilisateurs,
mais aussi du fait du manque de réglementation fournie par les plateformes. Le volume considé-
rable et la nature souvent implicite de ces contenus indésirables font de la modération manuelle
une tâche extrêmement complexe. Les sciences sociales computationnelles, le traitement auto-
matique des langues et la linguistique computationnelle se sont emparées de la problématique
depuis une dizaine d’années. Ce numéro spécial a pour objectif d’encourager les soumissions
interdisciplinaires autour de la tâche de détection de discours de haine tout en abordant les
limites des approches actuelles ainsi que les orientations futures.
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1. Introduction

1.1. Abusive Language Detection: a Well Established Interdisciplinary Research
Field

Abusive language, hate speech, and the propagation of harmful stereotypes have
unfortunately become commonplace occurrences on various social media platforms,
due to users’ freedom and anonymity and the absence of regulation provided by these
platforms. The sheer volume and often implicit nature of such unwanted content make
manual moderation of these user spaces a formidable task. Consequently, the Com-
putational Social Science, Natural Language Processing (NLP) and Computational
Linguistics communities have proposed numerous works to create resources, datasets,
and models aimed at automating the task of abusive language detection (henceforth
ALD) (Talat and Hovy, 2016; Fortuna and Nunes, 2018; Vidgen et al., 2019; Fortuna
et al., 2020), making it a significant and well-established research area in NLP, with a
substantial body of literature.

At the international level, many dedicated workshops have been organized, such
as the workshop on Online Abuse and Harms (WOAH) @ACL 2022, ACL 2023,
NAACL 2024 (47, 55, 56 submissions respectively) and the workshop on Trolling,
Aggression and Cyberbullying @LREC 2020 (70 submissions). We also cite well-
attended shared tasks such as HateEval (Basile et al., 2019), OffensEval (Zampieri
et al., 2019; Zampieri et al., 2020) and ToxicSpan@ SemEval 2019, 2020 and 2021.
For example, 74 (resp. 70) teams submitted papers at HateEval (resp. OffensEval),
HateEval being co-organized by one of the coordinator of this special issue. Finally,
two special issues of the Journal of Online Social Networks and Media, volume 27,
2022 (Detecting, Understanding and Countering Online Harms) and the Journal of
Personal and Ubiquitous Computing, volume 27 (2023) (Intelligent Systems for Tack-
ling Online Harms).

At the national level (i.e., France), most special issues/workshops are multidis-
ciplinary, with a particular focus on approaches from social science and linguistics.
For example, the Draine multidisciplinary workshops organized by a French consor-
tium on combating extreme and hate discourse. 1 We also cite "Analyse et exploration
des données sociales" (analysis and exploration of social data) (ALIAS) workshop se-
ries @TALN 2018 and INFORSID 2019 proposed by the ALIAS GDR-MADICS, a
CNRS action on cyberviolence and extreme ideology in social media, 2 founded by
the two French coordinators of this special issue. We finally cite a special issue of the
Journal MOTS in 2021. 3

1. https://groupedraine.github.io/.
2. https://www.madics.fr/event/1520426929-3916/.
3. https://shs.cairn.info/journal-mots?lang=en.

https://groupedraine.github.io/
https://www.madics.fr/event/1520426929-3916/
https://shs.cairn.info/journal-mots?lang=en
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1.2. Abusive Language: a Complex Phenomenon

Following Poletto et al., (Poletto et al., 2021a), we use here “Abusive Language”
(AL) as an umbrella term to refer to the various forms of harmful language, such as
toxic, offensive language, hate speech, and stereotypes. The reader can refer to Vidgen
et al., and Madukwe et al., for a discussion on the lack of universal definitions and
its impact on automatic detection (Vidgen et al., 2019; Madukwe et al., 2020). For
comprehensive overviews of this field, we recommend surveys such as Schmidt et
al., Fortuna and Nunes, Vidgen and Derczynski, Poletto et al., Yin and Zubiaga, and
Pamungkas et al., (Schmidt and Wiegand, 2017; Fortuna and Nunes, 2018; Vidgen
and Derczynski, 2020; Poletto et al., 2021a; Yin and Zubiaga, 2021; Pamungkas et al.,
2023).

AL is topically focused (misogyny, sexism, racism, xenophobia, homophobia,
etc.), and each specific manifestation of hate speech targets different vulnerable groups
based on characteristics such as gender (misogyny, sexism), ethnicity, race, religion
(xenophobia, racism, islamophobia), sexual orientation (homophobia), and so on.
Most automatic abusive language detection approaches cast the problem into a bi-
nary classification task by neglecting three crutial aspects: (1) the topical focus or the
target-oriented nature of hate speech ; (2) the degree of engagement of users in toxic
content (denunciation, approbation, reporting and neutral attitude, etc.) ; (3) the ques-
tion of stereotypes. Furthermore, most of the work (resources, classifiers) is developed
for English.

Thus, the scientific challenges are numerous. For Computational Linguistics, the
challenge is also linked to the development of methods capable of processing hetero-
geneous (different topics, various structures and volume) and noisy content (possible
presence of abbreviations, smileys or even-sentences in several languages). For Ma-
chine Learning methods, a major challenge remains adaptation to a field in constant
evolution both in its content (e.g., emerging topics in propaganda rhetoric) and its
form. A transverse lock is the constitution of a coherent knowledge base supported
by a formal model highlighting both the indices and risk factors provided by socio-
logical models as well as their linguistic anchoring in the content retrieved from the
Internet. These challenges show that addressing the threat posed by message and idea
propagation to societal security requires a deeper understanding of the linguistic and
extra-linguistic content (see for instance Ricardo et al., Chiril et al., Dragos et al.,
(Ricardo et al., 2018; Chiril et al., 2022; Dragos et al., 2022) on the role of emo-
tion categories in toxic languages; or Poletto et al., and Batistelli et al., about the
question of degrees of or engagement in hatefulness (Poletto et al., 2019; Battistelli
et al., 2024)).

2. Abusive Language Detection: Current Research and Future Directions

As we said before, ALD has received a growing attention within the field of
NLP (Poletto et al., 2021b; Plaza-del Arco et al., 2023; Röttger et al., 2021; Malik
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et al., 2024; Nozza et al., 2022), emerging as a fundamental tool for many purposes.
Such purposes are ranging from the development of platforms for hate speech moni-
toring in social media to map vulnerable groups and support policy actions (Capozzi
et al., 2020; Laurent, 2020), to the recognition of new targets and vulnerable iden-
tities that may become targets of hate speech at a certain historical moment or so-
cial climate (Guillén-Pacho et al., 2024); from supporting anti-discrimination educa-
tional programs in schools (D’Errico et al., 2024; Cignarella et al., 2023; Cignarella
et al., 2024) to moderating online content to prevent the proliferation of hate speech
before it causes harm, a purpose as relevant as ever, also considering the recent inte-
gration of the Revised EU Code of Conduct on Countering Illegal Hate Speech Online
(Code of Conduct+) into the Digital Services Act (DSA) regulatory framework, which
imposes stricter obligations on online platforms regarding the detection and removal
of illegal hate speech. 4

Recently, the adaptability and flexibility of transformer-based models and Large
Language Models (LLMs) led various scholars to focus more and more on explor-
ing and detecting the different nuances that AL could assume depending on diverse
contexts, topical focuses and targets. This has encouraged the development of in-
creasingly precise models capable of capturing the specific shapes that AL assumes
depending on the affected target, such as misogyny (Rehman et al., 2025; Jiang
et al., 2024; Hashmi et al., 2025; Muti et al., 2024; Mohasseb et al., 2025; Pamungkas
et al., 2020b), sexism (Plaza et al., 2023; Kirk et al., 2023), homophobic and trans-
phobic discourses (Nozza et al., 2023; Gómez-Adorno et al., 2024). However, even
though this research field is now widespread and state-of-the-art models achieve good
results, detecting and moderating online abuse remains a complex task, with an in-
creasing awareness of the intertwining of technical, social, legal, and ethical chal-
lenges (Cao et al., 2024; Dong et al., 2024; Elesedy et al., 2024).

It remains challenging to provide a univocal definition of what constitutes hate
speech (Korre et al., 2025) and to determine the extent to which certain terms
should be considered harmful. Different scholars highlighted that AL is commonly
a context-dependent phenomenon (Anderson and Barnes, 2022; Brown, 2017; Yoder
et al., 2022), and it is often simplistic to classify hate speech using clear-cut bound-
aries (Parker and Ruths, 2023; Draetta et al., 2024), noting that some terms can assume
different meanings depending on the background and the communicative intent of the
speaker (Pamungkas et al., 2020a; Pamungkas et al., 2023; Zsisku et al., 2024). For
instance, contrastive non-hate variations, such as counter-speech (Yu et al., 2022; Ce-
pollaro et al., 2023; Bonaldi et al., 2024), often blur the line between harmful and
not-harmful language.

To properly support content moderation, AL detection systems must be sophis-
ticated enough to identify also hard cases. Recent studies (Dias Oliva et al., 2021;
Zsisku et al., 2024; Sap et al., 2019) highlighted that state-of-the-art ALD models

4. https://digital-strategy.ec.europa.eu/en/library/
code-conduct-countering-illegal-hate-speech-online.

https://digital-strategy.ec.europa.eu/en/library/code-conduct-countering-illegal-hate-speech-online
https://digital-strategy.ec.europa.eu/en/library/code-conduct-countering-illegal-hate-speech-online
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are at risk of both over-moderation (i.e., classifying non-hateful content as hateful)
and under-moderation (i.e., failing to detect and classify hateful content), potentially
leading to the removal of not abusive speech and, paradoxically, contributing to the
marginalization of vulnerable groups. This can be also related to the fact that mod-
els still struggle in distinguishing between abusive and not-abusive swearing contexts
(Pamungkas et al., 2023), disregarding the multifaceted nature of slurs, which are
often used with positive social functions (Jay, 2009). In line with this, a still open
challenge is the detection of reclamatory uses of slurs (Cepollaro and de Sa, 2023),
where members of target groups re-purpose the terms historically used to derogate
their group, to express belonging and identity, manifesting solidarity and subverting
structures of discrimination. This phenomenon is mostly overlooked in NLP (Zsisku
et al., 2024; Draetta et al., 2024; Röttger et al., 2021), and this feeds into the risk of
removing legal speech in content moderation, with the paradoxical outcome of hurting
the categories of users that one would like to protect. This can be taken as a concrete
example for the need to develop socially relevant AL detection models, able to recog-
nize authentic uses in different contexts, embracing new practice of inclusive design
in the development of ALD corpora.

Other open challenges, also relevant for mitigating the under-moderation risks in
the current ALD systems, are related to the need for a deeper exploration of the nu-
anced ways online harms manifest (for instance analyzing the relationship between
the linguistic expressions of gender-based violence (GBV) in news and responsibility
perception (Minnema et al., 2022; Ferrando et al., 2024), and the capability of the
ALD systems to recognize also implicit manifestations of abusive language, as the
ones featured by the presence of figurative language and sarcastic devices (Frenda
et al., 2022; Frenda et al., 2023)).

Looking at the challenge of monitoring users’ opinions and hate in online social
platforms across time, the availability of large annotated corpora from social media
and the development of powerful classification approaches have contributed in an un-
precedented way to tackle the issue. Such linguistic data are strongly affected by
events and topic discourse, and this aspect is crucial when detecting phenomena such
as hate speech, especially from a diachronic perspective. In this context, temporal
robustness of hate speech detection and monitoring systems is still a challenge. First
findings on data from the real case study of the “Contro l’Odio” platform for monitor-
ing hate speech against immigrants in the Italian Twittersphere (Florio et al., 2020)
highlighted the limits that supervised classification models encounter on data that
are heavily influenced by events. Future approaches to be investigated could rely,
on the one hand, on computational approaches to lexical semantic change detection
(Tahmasebi et al., 2018), on the other hand, on techniques of Longitudinal Evalua-
tion of Model Performance that have been recently applied in the context of sentiment
analysis in the LongEval CLEF 2023 challenge (Alkhalifa et al., 2023).

Finally, interdisciplinary research and involvement of social scientists, cultural
scholars, and practitioners seem to be more and more the key to address the NLP
challenges related to the positive final aim of promoting inclusive and fair language,
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as several ethical questions arise, particularly concerning how certain linguistic uses
are perceived by the target communities. Understanding such perceptions and inte-
grating participatory design methods (Caselli et al., 2021) is crucial for achieving, on
the one hand, a more accurate representation of language in ALD datasets (revising
common practices in data collection and annotation (Frenda et al., 2024; Madeddu
et al., 2023)) and, by extension, cultural diversity in NLP models.

3. Submission Topics

Motivated by the interest of the community in the problem of ALD, we invited
papers from Natural Language Processing, Machine Learning, Computational Social
Sciences, and Linguistics. We explicitly encouraged interdisciplinary submissions
including linguistics resources, methods, end-user applications but also position pa-
pers on the actual state of the art in the field discussing the limitations of the current
approaches and directions for future work. The topics covered by the special issue
include, but are not limited to:

– linguistic resources and evaluation: annotation scheme, corpus linguistics stud-
ies, new datasets, with a particular interest on the French language and/or multilingual
resources;

– formal/conceptual approaches for AL as inspired by sociological and psycholog-
ical models;

– models and methods: supervised and non supervised approaches, including
LLMs;

– role of contextual phenomena, including discourse, extra-linguistic (e.g., cultural
aspects) context;

– models for cross-lingual and multimodal detection;
– new approaches beyond binary classification: target-oriented ALD, degree of

user engagement;
– dynamics of online AL in social media, propaganda propagation;
– bias detection and removal in resource creation, datasets and methods;
– application of ALD tools in education, social media content moderation, etc.;
– social, legal, and ethical implications of detecting, monitoring and moderating

AL.

The call for papers for this special issue has been launched in February 2024, with
a deadline fixed to mid-June 2024.

4. Reviewing and Selection of Papers

Five papers (two in French and three in English) have been submitted, covering
a large spectrum in the field ranging from linguistic resource creation, corpus-based
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analysis, and automatic detection. We received submissions from Senegal, India, Ger-
many, Italy and France. Each article has been reviewed by three experts: two members
of the special issue scientific committee and one member of the journal editorial board.
The first round of reviews has been discussed with the editorial board and the guest
editors, resulting in the selection of three papers for a second round of reviews, among
which two are in English. The final decisions were made in February 2025 where three
papers have been accepted, resulting in a selection rate of 60%.

5. Accepted Papers

The aim of this special issue was to report on some recent and innovative method-
ological angle of attack of what is referred to as Abusive Language circulating on the
internet. The accepted papers contribute to this end. Each of them proposes a new
dataset related to abusive language (one for French, one for German and one for En-
glish) with rigorous indications about the ways the resource has been built. They also
offer a set of classification experiments aiming at characterizing and distinguishing
abusive language from other types of language. It appears clearly that the classifica-
tion tasks are necessarily closely linked to how the datasets have been constructed;
thus, the ways of investigating correlations between linguistic characteristics and abu-
sive language are necessarily different but offer both interesting results. In a little
more detail, the content of the articles is as follows:

– CyberAgressionAdo-Large: French Multiparty Chat Dataset to Address Online
Hate (by Anaïs Ollagnier, Elena Cabrio, Serena Villata and Valerio Basile) describes
a dataset of conversations written by French teenagers involving cyberbullying situa-
tions. The adopted methodology for building this dataset consisted in organizing, in
close collaboration with sociologists and experts in education, role-playing games ad-
dressing different topics (homophobia, religion, etc.) and with annotations belonging
to several dimensions (hate, target, verbal abuse, etc.). The paper details the annota-
tion procedure and presents statistical insights to measure divergences across groups
of annotations and a study of the most frequent annotated patterns;

– Comparaison de méthodes pour la détection du discours des incels sur Reddit
(Comparing methods for detecting incels’ speech on Reddit) (by Camille Demers and
Dominic Forest) addresses the problem of analyzing and then detecting incels’ com-
ments in English-speaking forum Reddit. The hypothesis is that incel communities’
speech can be violent and therefore be considered as abusive language, particularly
against women. The dataset is created by labelling comments according to their com-
munity label, not according to their content. Then the learning experiments are based
on the Bag-of-Communities method in which a comment is labeled according to the
subreddit it originated from. The authors also proposes a set of lexical-based analy-
sis to identify specific lexical units that are more likely to be predictive of incel-type
content;

– Automated Speech Act Classification in Offensive German Language Tweets
(by Melina Plakidis, Elena Leitner and Georg Rehm) presents a manually annotated
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dataset of tweets in German according to speech act theory. The hypothesis is that the
annotation of speech acts could improve the detection of abusive language. The data
used come from the 2018 and 2019 editions of GermEval, a community shared task
that focuses on abusive language phenomena. The authors present a correlation study
between speech acts and hate-speech annotations with the annotations from the shared
task, observing a difference in distribution between the categories. The dataset is then
used to train a classifier.
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Overview of the CLEF-2023 LongEval Lab on Longitudinal Evaluation of Model Perfor-
mance”, CEUR Workshop Proceedings, vol. 3497, CEUR-WS, p. 2181-2203, 2023.

Anderson L., Barnes M. R., “Hate Speech”, in E. N. Zalta (ed.), Stanford Encyclopedia of
Philosophy, The Metaphysics Research Lab, Philosophy Department, Stanford University,
2022.



Abusive Language Detection 15

Basile V., Bosco C., Fersini E., Nozza D., Patti V., Rangel Pardo F. M., Rosso P., Sanguinetti
M., “SemEval-2019 Task 5: Multilingual Detection of Hate Speech Against Immigrants and
Women in Twitter”, Proceedings of the 13th International Workshop on Semantic Evalua-
tion, Association for Computational Linguistics, Minneapolis, Minnesota, USA, p. 54-63,
June, 2019.

Battistelli D., Dragos V., Mekki J., “Annotating social data with speaker/user engagement. Il-
lustration on online hate characterization in French”, Fortino, G., Kumar, A., Swaroop, A.,
Shukla, P. (eds) Proceedings of Third International Conference on Computing and Com-
munication Networks: ICCCN 2023, Lecture Notes in Networks and Systems, vol 917.
Springer, Singapore, p. 317-330, 2024.

Bonaldi H., Chung Y.-L., Abercrombie G., Guerini M., “NLP for Counterspeech against Hate:
A Survey and How-To Guide”, in K. Duh, H. Gomez, S. Bethard (eds), Findings of the
Association for Computational Linguistics: NAACL 2024, Association for Computational
Linguistics, Mexico City, Mexico, p. 3480-3499, June, 2024.

Brown A., “What is hate speech? Part 2: Family resemblances”, Law and Philosophy, vol. 36,
p. 561-613, 2017.

Cao Y. T., Domingo L.-F., Gilbert S., Mazurek M. L., Shilton K., Daumé Iii H., “Toxicity Detec-
tion is NOT all you Need: Measuring the Gaps to Supporting Volunteer Content Moderators
through a User-Centric Method”, in Y. Al-Onaizan, M. Bansal, Y.-N. Chen (eds), Proceed-
ings of the 2024 Conference on Empirical Methods in Natural Language Processing, As-
sociation for Computational Linguistics, Miami, Florida, USA, p. 3567-3587, November,
2024.

Capozzi A. T., Lai M., Basile V., Poletto F., Sanguinetti M., Bosco C., Patti V., Ruffo G., Musto
C., Polignano M., Semeraro G., Stranisci M., “Contro L’Odio: A Platform for Detecting,
Monitoring and Visualizing Hate Speech against Immigrants in Italian Social Media”, IJ-
CoL (Torino), vol. 6, no 1, p. 77-97, 2020.

Caselli T., Cibin R., Conforti C., Encinas E., Teli M., “Guiding Principles for Participatory
Design-inspired Natural Language Processing”, in A. Field, S. Prabhumoye, M. Sap, Z. Jin,
J. Zhao, C. Brockett (eds), Proceedings of the 1st Workshop on NLP for Positive Impact,
Association for Computational Linguistics, Online, p. 27-35, August, 2021.

Cepollaro B., de Sa D. L., “The successes of reclamation”, Synthese, vol. 202, no 6, p. 205,
2023.

Cepollaro B., Lepoutre M., Simpson R. M., “Counterspeech”, Philosophy Compass, vol. 18,
no 1, p. e12890, 2023.

Chiril P., Pamungkas E., Benamara F., Moriceau V., Patti V., “Emotionally Informed
Hate Speech Detection: A Multi-target Perspective”, Cognitive Computation, vol. 14,
p. 322–352, 2022.

Cignarella A. T., Chierchiello E., Ferrando C., Frenda S., Lo S. M., Marra A., “From Hate
Speech to Societal Empowerment: A Pedagogical Journey Through Computational Think-
ing and NLP for High School Students”, in S. Al-azzawi, L. Biester, G. Kovács, A. Maraso-
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